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ABSTRACT 
 
Sign languages use the visual modality to convey meaning. 
People who are hearing and speech impaired are left behind 
video consultations as there is no easier way for non vocal 
people to communicate with vocal people and express 
themselves to the hearing world. Since they can’t sign  
themselves they are forced to use a basic text chat to hold 
their consults. To overcome this issue, we have developed a 
real time software based ASL Translator and voice 
emulation system where the image captured is converted 
into predicted text. We use Deep Neural Networks like 
Convolutional Neural Network for performing feature 
extraction and the SVM classifier for classification. The 
system returns top and most probable predictions. We 
obtained an accuracy rate of 93.75%. 
 
Key words: ASL, Convolutional Neural Networks, Deep 
Neural Networks, HOG 
 
1. INTRODUCTION 
 
Sign Languages are languages that are mainly expressed 
through a process called signing, this can be further 
explained as the usage of visual-manual modality to convey 
an idea or meaning with specificity. The main limitation is 
the fact that sign languages are not universal hence leading 
to the factor that each type of sign languages have their own 
grammar and lexicon. In all the communities where deaf 
people exist there is a need for communication between the 
speech impaired  and the healthy ones. This gap between  
 
 
the group can only be closed with the introduction of a 
means of communication between the two. The 
communication between the signers and non-signers would 
be a relevant issue worth addressing. As of the issues faced 
by the speech impaired community due to the fact that 
people who don't have the necessity to deal with deaf 
people, have no use of learning any sign language, hence 
resulting in a community of people with a majority of non-
signers. This brings up the issue of a speech impaired person  

 
 
communicating with a non-signer, which prevents them 
from expressing basic ideas to daily necessities with each 
other. 
 
An ASL  translator which converts the American Sign 
Language (ASL) to speech through a voice emulation 
system which in turn would solve the communication issues 
between signers and non-signers. It mainly focuses on 
translating the ASL finger spelled alphabets in a real time 
system with OpenCV by reading frames from a camera and 
classifying them frame by frame. The Pipelining can be 
explained as a five step process Data Collection, Pre-
processing, Feature extraction, Machine learning and closes 
with a Real time system. Basically, it loads a script onto a 
pre-trained model with a custom classifier which classifies 
the ASL alphabets frame-by-frame in real time. The script 
causes the associated hardware camera to capture a live 
freed with a Region of Interest which is further cropped and 
processed and the classifier returns the top predictions made 
by the classifier. 
 
2.  RELATED WORKS 
 
Acquisition of data and classification are the main 
procedures in Sign Language Recognition. According to 
[1,13], the lately captured picture is compared with images 
for specific letters in the database with the usage of the Scale 
Invariant Feature Transform (SIFT) algorithm and at the end 
of the comparison the gesture that was shown is delivered 
and the translated text for the following gesture. In [2,11,12], 
the authors develop a sign language recognition system 
using Convolution Neural Networks(CNN) where individual 
frames are extracted from the video captured through the 
camera and the frames extracted are subjected to gesture 
recognition. In [3], the authors make use of gloves for data 
acquisition where the wearable gloves connect hand gestures 
to an audio output and interpret the expression achieved by 
integrating a flex sensor and 8051 microcontroller. 
According to [4], the image obtained is advanced through a 
RetinaNet based hand detector to extract the hand regions 
and then they are detected,  extracted and passed through a 
light - weight Convolutional Neural Network(CNN) for 
recognizing the hand gestures.. In [5,14], the Deep Belief 
Networks (DBN), 3D Convolutional Neural Network (CNN) 
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and Hidden Markov Model (HMM)are used where DBN and 
CNN are used for extracting skeletal and depth images. In 
[8,15], during the feature extraction localized contour 
sequences and block based features are extracted which 
helps in a much better characterisation of static hand gesture. 
In [9], the authors use a speeded up robust features algorithm 
for recognizing the static gestures by making use of the 
kinetic sensor and they focus on the Mandarin - Tibetan 
language. According to [10], Leave One Out Training and 
Testing strategy and an HMM based  ensemble of classifiers 
is used for capturing gestures which is evaluated as a 
favourable strategy for gesture recognition. 
 
3. PROPOSED SYSTEM 
 
The ASL  translator developed will convert the American 
Sign Language (ASL) to speech through a voice emulation 
system.The system will access your web camera and will 
open a window with the live camera and then the video is 
captured. This captured video is divided into several 
individual frames and they are converted into grayscale 
images and we clear it using the Gaussian blur. The edges of 
the hand are detected using the canny edge detection 
algorithm. We draw bounding boxes to separate the required 
and unwanted portion of the image where only the required 
portion is only used for further processing. We use pre 
trained  Deep Neural Network(DNN) models like 
Convolutional Neural Networks (CNN) which are included 
in the keras for extracting the features. 

Figure 1: Sign Language Recognition 
 

The Pipelining can be explained as a five step process Data 
Collection, Pre-processing, Feature extraction, Machine 
learning And closes with a Real time system. The script 
causes the associated hardware camera to capture a live 
freed with a Region of Interest which is further cropped and 
processed and the classifier returns the top three predictions 
made by the classifier. The top prediction is the letter with 
the highest percentage and the most probable predictions are 
also shown. Based on the classes the Support Vector 
Machine(SVM) is trained based on the feature descriptor 
Histogram of Oriented Gradients(HOG). Finally, after 
predicting the correct result we show the words or sentences 
based on the input from the user in real time. 

 
Figure 2: Training and Recognition 

 
 
4. ALGORITHM 
 
In this paper, we use Convolutional Neural Networks for 
implementing the system. We capture the images in real 
time using a webcam. After obtaining the images frame by 
frame we remove the background in order to avoid noises in 
the data. Then the image undergoes various filtering 
techniques and we create bounding boxes [7] around them. 
Finally using Convolutional Neural Networks we classify 
the data. The features are identified and they are matched 
with the data already present in the database. Based on the 
percentage of matching, the most suitable letter is predicted  
by the second and third accurate letters at the bottom. 
 
 
 
 
 
 



 Joel D et al., International Journal of  Information Technology Infrastructure , 9(3), May - June 2020, 1-5 
 

3 
 

 

 
Figure  3: Steps involved in predicting the output 
 
5. EXPERIMENT RESULTS 
 
The most crucial procedure in developing  a Sign Language 
Translator is the collection of sufficient data. The more 
number of data we have, the chances of us  developing a 
good ASL Translation system with a better accuracy rate is 
quite high. The system was developed with python 3.7. For 
testing purpose libraries like OpenCV 3.4.0, Tensorflow 
GPU version, Keras 2.3.0,  numpy 1.18.2, joblib 0.14.2, 
sklearn 0.22.2, pytt  sx3 2.7 were used. For the development 
of the system we also require  GPU above Nvidia GTX 1650 
and a processor above Intel i7 9th  generation or above. 
The following figure shows the accuracy rate obtained for 
each letter. Letters K and R show a less accuracy rate when 
compared to other letters. We obtained a total accuracy rate 
of 93.75%. Fig 4 shows the output prediction of the system 
where the most suitable predictions are listed with their 
percentage of matching. 
 

 
❏  Figure 4: Accuracy rate of ASL alphabets 
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Figure  5: Output Prediction 

6. FUTURE SCOPE 

In future, we can make this system further efficient by 
identifying emotional gestures via face recognition. Now we 
mainly focused on identifying the hand gestures. We can 
also make the system more efficient by including mobile 
phone camera along with web camera. Currently the system 
focuses only on American Sign Language. We can further 
expand the system by including other sign languages like 
Australian Sign Language(AUSLAN), Indian Sign 
Language(ISL). We can also implement word level and 
sentence level translation in future. 

VII. CONCLUSION 

In this paper, we developed an American Sign Language 
Translator and voice emulation system which helps to bridge 
the communication gap between normal and hearing or 
speech impaired people. In this system, we make use of a 
web camera to capture images in real time. Feature 
extraction is performed with the help of Deep Neural 
Networks like Convolutional Neural Networks.And the 
classifier classifies the output. We are provided with mainly 
three predictions including the top and most probable 
predictions. Here the translation is performed in real time 
which in turn will help the hearing and speech impaired 
people to communicate with each other. This system paves a 
way for the deaf and mute to communicate with the others 
effectively. The system provides an accuracy rate of  
93.75%. 
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