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ABSTRACT 
Study of structural features associated with complex 
networks has its utility. In the process a key role is 
played by community. Online networks are showing 
unprecedented growth in complexity. In this context, 
the traditional approach used to discovery community is 
not sufficient to deal with large networks. Thus it leads 
to the problem of inability to discovery communities 
efficiently in the large scale networks. To overcome 
this problem, a Parallel Community Discovery (PCD) 
algorithm is proposed based on the concept of 
approximate optimization. The algorithm has two parts. 
They are known as mountain model and landslide 
algorithm. The former is meant for providing 
approximate selection of nodes that are used for 
representation in graph theory. It shows users and the 
data posted by them in the network. The landslide 
algorithm on the other hand updates the modularity 
from time to time incrementally based on the 
aforementioned technique named approximate 
optimization. Thus the proposed methodology helps in 
discovering communities in parallel. The process of 
clustering on the modularity plays important role in 
mountain model as it employs weight associated with 
each edge in the given network. The communities also 
exhibit relationship among them. However, they are 
simplified by the landslide algorithm thus helping in 
extraction of community structural features from large 
networks.  

Key words: Distributed computing, community 
discovery, graph theory, approximate optimization  

1. INTRODUCTION 

In the contemporary era, there are increased examples 
of complex networks in the real world. Best example is 
the social networks besides other such networks like 
client transaction networks and any sort of distribution 
reference based networks. There is complex 
connectivity among nodes and there are large number 
of networks involved and the whole network becomes 
much more complex [1]. Community structures can be 
extracted from such networks to have useful 

applications. For instance, it is possible to identify 
group of nodes that can be combined to form a network 
and there might be number of connected groups. There 
are so many edges in the group and with high density 
probably. Between group edges may exhibit lower 
density as explored in [2]. In such scenario, it is 
important to know the purpose and significance of 
structural features that can be extracted from the 
complex networks. The communities, information 
related to broadcasting, reference to points of interest 
and many other crucial features can be extracted from 
the same. In the process it is highly important to 
discovery communities to realize various applications 
[3]. Previous investigations on this research area 
focused on the small networks with possible and simple 
structure. The rationale behind this is the difficulties in 
computational resources for managing data and 
analyzing it.  

 

Figure 1: Sample network 

To overcome the drawbacks of existing systems, the 
proposed research is motivated by different 
observations. Social networks became very large and 
complex and exhibit millions of users. For instance, 
13.5 billion of users are found active in a month when 
Face book is considered [4].  With such growth of 
networks, it is important to devise algorithms in order 
to extract communities with high scalability in the 
presence of complex relationships and rapid growth of 
data from time to time.  As the networks grow complex, 
there might be many hidden communities that may 
come across. Therefore, it is important to analyze, 
correlate and predict behavior of users to help different 
real time applications like advertising, marketing and so 
on. Thus, there is significance for the study of internal 
structural features of different communities discovered 
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from large networks. These structural features are used 
in many applications when efficient algorithms are 
employed. A sample network is shown in Figure 1. 
However, there are very large numbers of structural 
features that can be extracted. The remainder of the 
paper is structured as follows. Section 2 provides 
review of literature on the research topic. The Section 3 
on the other hand provides the proposed methodology. 
Section 4 presents experimental results while section 5 
concludes the paper and provides scope for future work.  

2. RELATED WORK 

This section provides the prior works on the extraction 
of communities from complex networks.  

2.1 Powers-Law Distribution of the World Wide 
Web 

World Wide Web (WWW) is an example for large 
network with different structural features involved. 
Erdos-Renyi (ER) theory has revealed that random 
networks have different scaling properties in the 
systems associated with WWW. However, there is an 
inconsistent theory that is lacking empirical 
observations with respect to extracting features from 
the WWW [4]. With respect to connectivity a vertex 
which more connections are said higher in connectivity 
rate according to [1] . Thus it is observed that a network 
grows with complexity and structural differences. The 
older vertices grow in more connections when 
compared with younger ones. This will lead to a 
phenomenon known as rich get richer.  

2.2 Finding and Evaluating Community Structure in 
Networks 

Identifying and evaluating community structures in a 
large network is very important. There are many 
connected sub groups when a complex network is 
considered. There are algorithms that focused on two 
important and distinctive features. First, they consider 
pruning edges from network in order to split into 
multiple communities. The edges pruned are used to 
establish connectivity among different connected 
networks [5]. A measure is also available for finding 
the strength of community structure discovered by 
algorithms. This objective metric is useful to 
understand the dynamics of the structures. Thus the 
algorithms are evaluated to be highly effective or not 
with respect to discovering community structures from 
complex network. The networks may be real world or 
computer generated that can help in demonstrating 
proof of the concept [6].  

Finding community structures [7], generic observations 
of networks [8], spectral clustering for community 
detection [9], effective community detection process 
[10], robust local community finding [11], 
identification of overlapping communities [12], triangle 
driven detection of communities [13], time series based 
clustering [14], search process for overlapping 
communities [15], approximate closest community 
[16], finding community structure [17], subspace based 
approach [18], detecting overlapping community  using 
seed expansion [19] and network clustering and 
modularity [20] are other related researches found in 
the literature. From the literature it is understood that 
there is need for fast and parallel discovery of 
communities which is realized in this paper.  

3. COMMUNITY STRUCTUER vs. FUNCTION 
PREDICTION 

It is understood from the literature and empirical study 
that the improvements in community structures led to 
improvements in predictions. When related nodes are 
clustered in complex networks, it results in 
communities. This kind of approach for detecting 
communities is widely used in the real world. However, 
it is found to be computationally complex and difficult 
as well. With respect to protein function context, these 
issues are understood with empirical study. First, the 
conventional method is employed in order to generate 
communities. Second, a better method is used to 
identify communities and predict the objective 
functions. It is understood that community information 
has significance as it is used in multiple applications. 
The observations revealed that two distinct and 
scientific communities can exist. First, different cost 
functions and optimizations can provide community 
structures and related solutions. Second, it is possible to 
extract functional information associated with the nodes 
in the large network which is denoted as an interactive 
dataset.  

4. ALGORITHM FOR DISCOVERING 
COMMUNITIES 

When graphs are used to find community structure, it 
led to useful applications. Graph data analysis became 
easier. Moreover, graphs assume importance due to 
unprecedented growth of data that needs to be 
represented. Such data is being made available in 
WWW and also social networks. Using graph data is 
increased in the research and academia in the last many 
years. In this paper also, a simple and effective method 
is used in order to explore communities from the large 
networks. There is modified algorithm known as 
Sequential Louvain Algorithm used for community 
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detection. The proposed method is nothing but 
distributed memory parallel algorithm that focuses on 
the first iteration which is costly. It leads to the initial 
approach to have parallel processing. With the MPI 
setup involving as many as 128 processes running in 
parallel, the proposed method is evaluated.  

5. IMPLEMENTATION  

The proposed system implemented using the Java 
programming language. It has provision for data 
processing and visualization. It has data structures that 
can help in representing complex data. For instance, it 
could provide data structures to handle graph theory 
and implement the data structure. Such data structure is 
used in order to have efficient navigation among data 
and discover communities from the complex networks. 
Java application is used in order to show the 
effectiveness of the proposed system. Java is object 
oriented and it has plenty of good features. One of them 
is platform independent. Though it is developed in 
Windows platform, its byte code can run in different 
environments and platforms.  

 

Figure 2: Java source code to execution process 

As shown in Figure 2, Java runtime environment and 
compile time environment is shown. This knowhow is 
useful to work with Java applications with ease. When 
Java source code related to this work is given as input, 
the source code is subjected to compilation. It is done 
by the Java compiler provided. Once the compilation is 
done successfully, it results a new file called byte code 
saved with .class extension. Then at runtime Java 
Virtual Machine (JVM) takes care of execution of byte 
code in a platform independent manner. The code at 
runtime is interpreted to have machine code or native 
machine code and executed. There are many good 
features of Java platform. The Java is made simple with 
its syntax and object orientation resembling that of 
C++. It is object oriented to support modular 

development and promote reusability as much as 
possible. Java applications are robust as they can run in 
different platforms with reliability. Moreover, it is 
typed language and checking is made at compile time 
and also runtime. Java also gets rid of memory issues 
with its garbage collection process which takes place 
automatically.  

6. MODULES INVOLVED IN THE SYSTEM  

The proposed system implemented with different 
modules. They are known as admin module, mountain 
module, landslide strategy module and user module. 
More details of these modules are provided here.  

6.1 Admin Module 

This is the module associated with administrator user. 
This user can authorize other users in the system. This 
user can view front requests, different communities 
extracted in the network, check popularity of 
communities, find the best or parallel community, 
compare communities and perform activities related to 
landslide strategy module and mountain model.  
 
6.2 Mountain Model 

This model plays important role in the proposed 
system. The mountain model is part of this research and 
it is based on different concepts like graph theory, 
approximate optimization and modularity. It can be 
used to sort chain groups based on the weights of edges 
in the network. The community structures extracted 
from the complex network has its own features. Based 
on them, some chain groups may raise up like a 
mountain while other chain groups my fall down. Thus 
it is observed that a suitable number of such groups are 
found at the mountain top in order to generate new 
communities.  

6.3 Landslide Strategy Module  

It is another important module in the proposed 
application. There are many numbers of nodes and 
edges in the given network. Assuming that they do not 
change after community merging phenomenon, it is 
observed that there is equality between the sum of 
edges and the number of edges found in the new 
community. There are many edges found between the 
new community and other ones with respect to equality 
and merging of them in order to form different 
communities.  

6.4 User Module 

This module is related to user operations. It has certain 
sub modules like OSN construction and community 
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creation. With respect to OSN construction there are 
many steps. An OSN is built in order to have online 
social networking features in the application. This will 
help in creating or registration of new users. Thus 
credentials are given to users for further usage of the 
system. The after due authentication, users can send 
messages either publicly or privately besides building 
various options and posting and sharing with other. The 
users can also perform search of other user profiles and 
posts. Users are also involved in accepting friend 
requests and sending friend requests to other users. 
Thus OSN is built with different users. Then it can help 
in creating communities.  

7. EXPERIMENTAL RESULTS 

With the aforementioned environment, experiments are 
made and the results are presented in this section. The 
empirical results revealed that the proposed method 
achieved the performance improvement when 
compared with the state of the art.  

 

Figure 3: Experimental Results 

From the results shown in Figure 3, it is understood that 
different communities are discovered as shown in 
horizontal axis. The vertical axis shows the cluster 
coefficients. Each community refers to number of nodes 
associated as cluster. Different clusters have different 
number of nodes and corresponding cluster coefficient. 
There is global cluster that has its importance with 
different cluster coefficient.  

8. CONCLUSION AND FUTURE WORK 

In this paper a novel community discovery algorithm is 
proposed. This algorithm is meant for dynamically 
discovering communities from large social networks. 
The algorithm has different provisions for ensuring it. 
Different innovative approaches are exploited by the 
algorithm. They are known as mountain model and 
landslide strategy algorithm besides approximate 
optimization technique. Apart from all these aspects, 
game theory is also involved. There is aggregation of 

different things in order to achieve the functionality 
required. Thus the proposed system is capable of 
discovering new communities. The results of 
experiments with Java application proved that the 
proposed method is useful as it was evaluated with 
complex networks. The results also reveal that the 
proposed method is better than state of the art. In future, 
the proposed method can be enhanced to work with 
more increased number of nodes with scalability and to 
give guarantee of performance. Another direction is to 
identify overlapping communities and take measures to 
handle them for the benefits of applications.  
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