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ABSTRACT 
 

Malware causes a huge damage is one of 
the serious problems that has to be identified. The 
evasion malware spread in recent times made it 
difficult to detect in pre-infection time. The best 
approach is malware detection at post-infection 
timing. By monitoring the internet traffic this work 
aims to identify the malware-infected devices. Most 
of the malware uses the internet as a means to 
communicate with the command and control 
servers which is located on the external network, 
the recorded HTTP headers information is 
monitored to discriminate between the legitimate 
and malicious traffic. This method is scalable and 
robust because it uses automatic template 
generation which will reduce most amount of 
information that has to be kept while obtaining high 
accuracy in classification. We us several classifiers, 
which makes use of extracted templates and 
classifies traffic into two categories: malicious and 
legitimate. 
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automatic template generation; network based 
detection. 
 
 
 
1. INTRODUCTION 

 
 

As there are many types of malware, 
all operating systems and devices are affected 
by malware. Any devices could be infected 
with new malware, which cannot be detected 
with existing solutions that is malware 
detection at pre-infection is not possible to 
some extent. Recent increase in spread of 
evasion malware has made it difficult to detect 

 
 
 
malware at the pre-infection timing. So 
detecting the malware at post-infection timing 
is a promising approach that can fulfill this 
gap. The main aim is to detect the malware 
infected devices as early as possible. 
 

Malware infected devices use to 
communicate with external command and 
control (C&C) servers, we make a supposition 
that Internet traffic is useful approach to detect 
malware infected devices. The main advantage 
of using the traffic measurement based 
approach is that it allows to monitor large 
numbers of clients. If we find any client as a 
source of malware/suspicious traffic and based 
on threshold that client is likely a malware-
infected device. The majority of malware uses 
HTTP protocol as to communicate with 
command and control servers which reside in 
the external network. We classify traffic into 
two categories: malicious and legitimate. To 
reduce the amount of information to be kept 
while achieving the high accuracy of 
classification, we use automatic template 
generation. This automation enables us to 
make our system robust to change in the 
malware traffic. This can detect malware 
infected devices accurately in a scalable 
manner. 
 
2. RELATED WORKS 
 

In this section, we review several 
studies that used HTTP information for 
detecting malware [15], [17], [21], [23]. We 
also discuss how our approach is different 
from these past studies. 
 
Zhang et al. [23] made use of the User-Agent 
field as the useful feature for detecting 
malware. They demonstrated that regular 
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expression could be used to characterize HTTP 
headers. They also confirmed that a fake User-
Agent could be identified together with the  
information extracted with the OS 
fingerprinting technique. Grill et al. [17] also 
used the User- Agent field to detect malware 
communication. They found that User-Agent 
can be classified into the five patterns: 
Legitimate user s browser, Empty, Specific, 
Spoofed, and Discrepant. According to their 
findings, some malware uses User-Agent of 
the web browser used by the actual owner of 
the device; in such a case, it’s hard to detect 
malware communication simply from the 
User-Agent information. Nelms et al. [21] 
proposed a system called ExecScent, which is 
the closest work to ours. It aims to detect bot 
using the entire HTTP header fields.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1: The extraction of HTTP header. 
 

They manually created templates 
using the domain knowledge, i.e., URL path, 
query, User-Agent, etc. They characterize the 
templates with a regular expression. We note 
that our approach automated the template 
generation scheme; thus, we do not need to 
employ manual inspection to create the useful 
templates. Chiba et al. [15] developed a 
system called BotProfiler. BotProfiler is a 
system that aimed to improve the performance 
of ExecScent by using URL path, URL query, 
and User-Agent information. Like the 
ExecScent system, the BotProfiler system also 
requires building manually crafted templates. 
While all these past studies heavily rely on the 
domain knowledge when they extract useful 

 
features to detect malware, our approach aimed 
to automate the feature extraction IEEE ICC 
2017 Communication and Information Systems 
Security Symposium process by making use of 
the automatic template generation algorithm. 
We also note that DNN enables us to perform 
the feature learning; i.e., it automatically 
expresses useful features with the neural 
network. 
 
 
 

We believe that our approach has an 
advantage over the strategies used in the past 
studies because ours is robust to the change in 
the features of malware communication. 
 
3. METHODLOGY 
 
Step 1: Extraction of header 
 

The malware uses HTTP protocol to 
communicate with the main command and control 
server, the http header is then extracted with a 
specific keys and values and it uses the URI which 
is related to HTTP is extracted for keys, values and 
information from URI, we use the "URI" as key 
source of information. The unwanted keys and 
values are eliminated depending on the data 
collection environment from the extracted header 
such as date, last modified status, expires. The http 
header are eliminated if appearing 10 times in 
training data and extra fields are added when 
packets are passed through proxy servers and it 
passes through middle boxes which are not used for 
data inclusion. 
 
Step 2: Automatic template generation 
 

The http header contains n number of 
fields which is tough to identify and we aim in 
constituting the header fields and compress their 
information. We make use of template generation 
technique such as DBSCAN. 
 
1) Scoring: We use the http header field in training 
data, we find values or scores to each field and each 
words within the field .each field is divided by a set 
of separators and we check the probability of each 
word as the score, for a word x, in a given field Y, 
the score of the word, S(x,Y), is given by the 
following probability 
 
S(x)=P(x|pos(x,Y),len(Y))=n(x,pos(x,Y),len(Y))/n( pos(x,Y),l 

n(Y)) 

 
Where pos(x, Y) is the position of the word in the 
given field, Y, and len(Y) is the number of words 
in the field, Y, respectively. If Y = {foo, bar, baz, 
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qux} and x= bar, pos(x,Y) = 2 and len(y) = 4. n(X) 
is the number of occurrences of the variate X over 
the entire fields. 
 
2) DBSCAN: DBSCAN is one of the clustering 
algorithms that do not require a predefined number 
of clusters and its algorithm extracts clusters with 
any shape. The thresholds for the minimum 
distance and the minimum number of elements in a 
cluster are given by the DBSCAN algorithm. 
 
3) Clustering: Clustering is used to combine 
the scoring method and the DBSCAN results. 
The threshold of the score and DBSCAN 
threshold be minimum, the two thresholds δ (δ  
≥ 0) and β (0 <β<1) it will be determined later. 
The δ is the threshold that determines the 
minimum distance between clusters sorting the 
words. The words are sorted on score value in  
descending order. Cluster. DBSCAN 
algorithm is used to cluster, when the value of 
the score is less than 0, the next word is added 
to current cluster. The method is repeated until 
all the words are included in the cluster. 
Output template generation. The cluster results 
is obtained by template generation, which are 
clustered into a group using the templates. 
 
Step3: Tra�c classification using the system 
template generation 
 

We detect the malicious traffic using 
classifiers, the classification of http is done through 
classifiers, random forest and support vector 
machine (svm) are used for the classification of 
templates because they give the best performance, 
the trained datasets are classified and compared 
with the packets from the trained. 
 

The most suitable values for each 
parameter of SVM and RF were determined by 5-
fold cross validations. The DNN model consists of 
four layers: an input layer, two hidden layers, and 
an output layer. The optimization is performed by 
Adaptive Moment Estimation. The error and 
activated functions are based on cross-entropy and 
Rectified Linear Unit, respectively. 
 
Datasets 
 
1. Training datasets: 
 
a. Malicious datasets: 
 

The training data for malicious traffic 
detection were compiled from few sets of their 
traffic data. Each datasets are trained with a set of 
malware samples. These were collected using the 
server-type and client-type honeypot systems and 
were analysed with a commercial dynamic malware 
analysis system that is connected to the Internet. 
The system uses these internet to collect the 

 
malware samples and these are placed into a trained 
dataset. 
 
b. Legitimate traffic: 
 
As a training dataset of legitimate traffic is detected 
using the classifier. The URL registered with 
Malware Domain Block list will detect the malware 
affected datasets and block the dataset, the program 
of the dataset is small so the classifier will ignore 
the dataset and term the dataset as legitimate traffic. 
 
2. Test data: 
 
a. malicious tra�c: 
 

The test data of malicious tra�c was 
compiled from some samples and their tra�c data. 
To avoid bias among samples in the same resource, 
we collected samples. These samples were judged 
malicious by at least one anti-virus vendor in 
VirusTotal. No overlaps existed between the 
training and test data. The tra�c data of the 
malware samples were collected over the same 
period as the malware collection using Cuckoo 
Sandbox that is dynamic malware analysis system 
of open source software. It is also connected to the 
Internet and analyses on Windows machine to 
execute malware samples for 1.5 min. 
 
b. legitimate tra�c: 
 

The network observation data were 
acquired from the same organization as the test 
data of the legitimate traffic in September 
2016. We also disposed of any packets 
resembling malicious packets. 
 
4. EXPERIMENTAL RESULT 

 
In this paper, we present how we 

determined the threshold used for the automatic 
template generation. We then show the primary 
results, the accuracy of the classification models. 
Finally, we demonstrate the effectiveness of the 
automatic template generation. 

 
A. Automatic template generation 

 
We first present how we set the threshold  

β used in the automatic template generation. shows 
how the number of templates depends on the 
threshold, 
 
β. δ = 100 corresponds to the case where no 
templates are created. The smaller the δ and β, the 
more e�ective the template creation. 
 

The decrease in the number of templates is 
especially remarkable at β = 0.5. Figure 5 shows 
the CDFs of len (F). As shown in the graph, 
roughly 50% of the fields had len(F) = 2. This 
result indicates that templates of these fields are 
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created when β is less than 0.5. Given these 
observations, we set β = 0.5 as the most suitable 
threshold. 
 
B. Effectiveness of Automatic 

template generation 
 
 
We study how the automatic template 
generation algorithm a�ects our results. For 
all the templates extracted with δ = 10−1 and β 
= 0.5, we calculated the mutual information (MI), 
which is one of the metrics that can tell you the 
contribution of a given feature to the classification. 
MI is formulated as follows:  
 
 
 
 
 
where p(xi) refers to probability of xi in random 
variable X = {x1,x2,...,xm}, p(yj) refers to 
probability of yj in random variable Y = 
{y1,y2,...,yn}, and p(xi,yj) expresses the 
simultaneous occurrence probability of xi and yj. 
Table V shows the top-10 templates that had the 
largest MI. As we see from the table, the templates 
with the wildcard characters inserted had high MI. 
This result indicates that automatic template 
generation was e�ective not only in reducing the 
number of templates but in extracting useful 
features that contributed to the classification. 
 
5. CONCLUSION 

 
We proposed a system called proxy server 

for detecting malicious traffic, thereby searching 
for malware-infected devices. The key ideas of our 
research were to create templates automatically for 
gathering information of each HTTP header field 
and using support vector machine technique for 
detection. As a result of the extensive experiments 
using large-scale datasets, we demonstrated that our 
trained system successfully detected malicious 
traffic with up to 97.1% precision and a low false 
detection rate below 1.0%. One key technical 
contribution of this work was that introduction of 
the automatic template generation algorithm, which 
contributed not only to reducing the amount of 
information to be kept but also to extracting useful 
features. We believe that the key ideas and 
approaches used in this paper are useful for other 
studies that attempt to classify malicious activities 
given a large number of features. 
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