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ABSTRACT 

Precise prediction of protein secondary structures from 
the associated amino acids sequence is of great importance 
in bioinformatics and yet a challenging task for machine 
learning algorithms. In the present work we have employed 
Reciprocal recurrent neural network(ANN), to predict the 
protein secondary structure which aims to classify the three 
types of α-helix, β-sheet and C-coil using the variables of 
Chou-Fasman method in addition to molecular weight 
(WM), PK1 (COOH) and PK2 (NH3+) of the amino acids 
and designing digital electronic circuits of the trained ANN 
on a field programmable gate arrays FPGA. Our results are 

compared with other prediction mechanisms.  The obtained 
results are more accurate and better than the corresponding 
other mechanisms through the calculations of rms errors of 
4.5% for α-helix, 4% for β-sheet and 2.7% for C-coils. The 
trained ANN was implemented on field programmable gate 
arrays (FPGA), to decrease the processing time of the 
obtained results. 

Key Words: Protein secondary structure, Reciprocal 
recurrent neural network, molecular weight, PK1 (COOH) 
and PK2 (NH3+), FPGA 

 
1. INTRODUCTION 

PROTEINS serve as the structural and functional 
components inside the cell. Fundamental to understanding 
the biological processes, protein functions realization relies 
heavily on the knowledge of the protein structure [4]. 
Chemical properties distinguishing the 20 standard amino 
acids (so-called residues) cause the protein chains to fold 
up into specific three-dimensional (3D) structures [22]. 
Amino acids compositions of numerous proteins are widely 
available in several protein databases. The most 
comprehensive source is the Universal Protein Resource 
(UniProt). About 10% of proteins have known structures 
that deposited in the Protein Data Bank (PDB) [21]. The 
composition alone is not, however, sufficient to specify the 
protein function [13]  but also its three dimensional 
structure is of great importance .Experimental methods 
determining the protein 3D structure such as X-ray 
crystallography and nuclear magnetic resonance 
spectroscopy are time consuming, labor expensive, and not 
applicable to some proteins [22]. Hence, one of the most 
important open problems in computational biology 
concerns the computational prediction of the protein 
structures using only the underlying amino acid sequences 
[2] and properties.  

 

Computational methods usually perform prediction of the 
3D structure with an intermediate step of predicting the 
transitional secondary structure state [28]. Generally, the 
secondary structure predictors classify each amino acid of a 
protein sequence to one of the three secondary structure 
types of α-helix, β-sheet, and C-coil. Although many 
research works have been conducted on development of 
advanced prediction methodologies, scientists are still 
seeking a stringent approach for prognostication of protein 
structures when the homology information of known 
structures is unavailable [21]. The present methods mainly 
bind amino acids sequence with additional structural 
information using probabilities of the residues in the 
protein core or on the protein surface [13], the amino acid 
composition [9], interaction graphs [7], tertiary [4] and 
secondary structure information [30], multiple sequence 
alignment profiles [26], or position specific score matrices 
(PSSM) [15].  

During the last few decades, much effort has been 
made toward addressing the prediction efficiency with 
various expert systems including Chou-Fasman method, 
Garnier, Osguthorpe, and Robson (GOR) techniques[12], 
nearest-neighbor methods [5], (PHD) method [25], hidden 
Markov models (HMM) [16],[19], support vector machines 
(SVM) [1],[16], and structural association 
classification(SAC) [31]. Among them, the neural 
networks(NN) is regarded as a promising approach for 
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secondary structure prediction as a classification approach 
in a multidimensional feature space whereby the amino acid 
sequences as the feeding inputs are mapped on the 
associated secondary structure on the system output [4]. 
Following the pioneering work[25] based on the feed-
forward NN, numerous computational techniques involving 
NN with complicated network architecture such as 
recurrent NN (RNN) [23] have been adopted for the 
prediction  of protein’s secondary structure with average 
prediction accuracies varying at most from 70% to 80% 
when different datasets are utilized [27]. Efficient network 
designs yet have to be sought to address the sequential 
supervised learning limitation when the sequences are long.  

The Chou-Fasman method was among the first 
secondary structure prediction algorithms developed and 
relies predominantly on probability parameters determined 
from relative frequencies of each amino acid's appearance 
in each type of secondary  structure. In this method, α-
helix is predicted if, in a run of six residues, four are helix 
favoring and the average valued of the helix propensity is 
greater than 100 and greater than the average strand 
propensity.  Such a helix is extended along the sequence 
until a proline is encountered (helix breaker) or a run of 
four residues with helical propensity less than 100 is 
found. A strand is predicted if, in a run of five residues, 
three are strand favoring, and the average value of the 
strand propensity is greater than 1.04 and greater than the 
average helix propensity. Such a strand is extended along 
the sequence until a run of four residues with strand 
propensity less than 100 is found.  

 
 FPGA are a family of programmable device based on 

an array of configurable logic blocks (CLBs), which gives a 
great flexibility in prototyping, designing and development 
of complex hardware real time systems. The structure of an 
FPGA can be described as an "array of blocks" connected 
together via programmable interconnections. The main 
advantage of FPGA is the flexibility that they afford [29]. 
Xilinx Inc. introduced the world's first FPGA, the XC2064 
in 1985. The XC2064 contained approximately 1000 logic 
gate. Since then, the gate density of   Xilinx FPGAs has 
increased thousands times [6]. Recently there is a lot of 
interest in the FPGA realization of neural networks [4].  
 
2. PROTEIN SECONDARY STRUCTURE PREDICTION   
(ANN) MODEL 

The secondary structures prediction aims to classify the 
three types of α-helix, β-sheet, and C-coil for each primary 
sequence of the amino acids [28]. Each amino acid 
neighbors affect the relevant secondary structure through 
the properties of the constituent amino acids along a protein 
chain. To systematically predict this constitutional 
formation, the supervised learning in the NN involves some 
difficulties and particular uncertainties in defining the 
network architecture and training algorithms [11]. 

Primarily, it is not a priori obvious what size of the network 
is the optimum size [3]. The network size entails the hidden 
layer and hidden nodes for each layer as well as the length 
of the input window.  

2.1. The Proposed ANN 

The predictor (supervised classifier) is considered first 
as a multilayer perceptron (MLP) feed-forward ANN with 
one hidden layer formed from 10 neurons associating the 
primary structure with the secondary one, as outlined in 
Figure (1). Using a sliding window on the amino acids 
sequence’s each amino acid of the represented by 10 input 
variables. For feeding the classifier is the most common 
remedies to improve the prediction accuracy. The window 
is shifted residue by residue throughout the protein chain 
and the network exploits the relevance of the central (W + 
1th) residue and the associated secondary structure by 
engaging the adjacent residues. A length of 11 amino acids 
(5 amino acids before and 5 after the amino acid under 
examining) is employed so that there are 11 x 10 = 110 
input unit is used in addition to another 10 output used as 
feedback to increase the accuracy.  In this network it used 
some special values from Chou–Fasman in addition to 
molecular weight (WM), PK1(-COOH) and PK2(NH3+) of 
the amino acids.     

The type of the net we used is nonlinear autoregressive 
network with exogenous inputs (NARX) it is a recurrent 
dynamic network, with feedback connections enclosing one 
layers of the network. The NARX model is based on the 
linear ARX model, which is commonly used in time-series 
modeling. The defining equation for the NARX model is 
given by: 
y(t) = f(y(t-1),y(t-2),……,y(t-n),u(t-1),u(t-2),……,u(t-n).   
(1) 

 Where the next value of the dependent output signal y 
(t) is regressed onprevious values of the output signal and 
previous values of an independent(exogenous) input signal. 
A diagram of the resulting network is shown Figure 
(1),where a three-layer feed forward network is used for the 
approximation.This implementation also allows for a vector 
ARX model. The (NARX) ANN follows the perceptron 
learning rule and uses error back propagation for finding 
the weights. Figure. (1) Gives the architectural view of the 
neural network architecture used in the system. Our neural 
network contains three layers: (a) Input layer (b) hidden 
layer, and (c) Output layer. The hidden layer contains 10 
neurons each neuron use the hyperbolic tangent sigmoid 
(tansig) function and gets the input values to the neural 
network.  

Where f1 is the function used in the hidden layer is 
tansig function and ଵܹିଶ

௜௝  is the input weight matrix of 
first layer to the second one and pij is the input matrix to 
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this layer and f2 is the output layer function and it is a 
pure line function.  

 
The tansig activation function which used in the 

hidden layer, takes the input (which may have any value 
between plus and minus infinity) and the output value A 
lies in the range from -1 to 1 [17]. The output layer 
contains one neuron and it takes the outputs of the hidden 
layer as the input of f2 to compute the final output Y.  
 

 

Figure 1: Artificial Neural Network model. 

 
 

Where the secondary structure classes is obtained by:  
 

ܣ = ଵ݂ ቌ෍ ଵܹିଶ
௜௝௟

ଵଵ,ଵ଴

௜,௝ୀଵ
௜ܲ௝ +  ቍ                        (2)ߠ

 

ܻ = ଶ݂ ൭෍ ଶܹିଷ
௟௞

ଵ଴

௟ୀଵ

௟ܣ  + ൱ߠ                           (3) 

 
Where  ଵܹିଶ

௜௝   denotes the weight matrix relating the ith 
variable with the length of 10 in the jth unit of the input 
vector with length 11 to the lth unit of hidden layer which 
contains 10 neurons to give the output A refer to(2). 

Similarly, the coefficient ଶܹିଷ
௟௞   is the connection weight 

between the lth unit of the hidden layer 2 with length 10 
and the kth unit of the output layer 3 to final output (Y). 
Bias weights θ are added to the layers before passing 
through the neurons activation function f2 refer to(3). The 
desired output is specified by secondary structure 
associated to the central residue.  Outputs divided into three 
categories α–helix, β–sheet and C–coils. 

 
2.2 Learning Strategy  
  

The back propagation algorithm is applied to train the 
fully connected feed forward network. According to the 
Levenberg-Marquardet (LM) [31] rule, the network 
weights are modified towards minimizingthe square error 
of the network output. The weight matrices are updated in 
every position, respectively. The network weights are 
initialized with small random values within [-0.1, 0.1] 
interval. Training is terminated when either the relative 
error reduces to less than 0.1 or the training epochs reach 
up to 1000. At each training epoch, the samples of the 
training set are fed in randomly changing orders.  
 
2.3 ANN Training   
 

To train our proposed ANN we used 600 different 
proteins with total number of amino acids is 100,000 amino 
acid divided as follow: 70% of the amino acids for training, 
15% of the amino acids for validation and 15% of the amino 
acids for testing. We trained it so that we obtained the results 
for training and validation and testing. 

 
If the output lies between 1.7 and 2.2 then the tested 

amino acid occurs in α-Helix, if the output greater than 2.2 
it occurs in β-Sheet, if the output between 0.8 and 1.69999 
it occurs in C-coils. Table (1) demonstrates the comparison 
between the results of some proteins secondary structures 
using our neural network with X-Ray corresponding values 
[21].   
 
 

 
Table 1:comparison between the results of some proteins secondary structures using the present neural network with the corresponding X-Ray’s 
values.   
 

 Protein name  %α-helix     %β-Sheets  % Coils  

  
Present 
study  X-Ray  

Present 
study  X-Ray  

Present 
study  X-Ray  

1  
ALCOHOL  
DEHYDROGENASE  0.496  0.46  

      
0.1358  0.2  0.348  0.34  

2  CARBONIC ANHYDRASE  0.185  0.158  0.193  0.228  0.622  0.614  
3  RIBONUCLEASE S  0.276  0.224  0.25  0.302  0.457  0.474  
4  CHYMOTRYPSINOGEN  A  0.22  0.169  0.27  0.32  0.51  0.51  
5  HEMOGLOBIN HBN  0.74  0.75  0.01  0  0.25  0.25  
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6  LYSOZYME  0.45  0.43  0.05  0.06  0.49  0.51  
7  CYTOCHROME C  0.51  0.5  0.12  0.15  0.37  0.35  
8  MYOGLOBIN  0.76  0.77  0  0  0.23  0.23  
9  STAPHYLOCOCCAL NUCLEASE  0.32  0.23  0.23  0.27  0.45  0.50  
10 TRANSTHYRETIN  0.11  0.01  0.34  0.41  0.57  0.58  
11 INSULIN  0.7  0.72  0  0  0.3  0.28  
12 ELASTASE INHIBITOR  0.31  0.25  0.19  0.23  0.48  0.52  
13 CHYMOTRYPSIN INHIBITOR 2  0.30  0.20  0.22  0.27  0.48  0.53  
14 RIBONUCLEASE T1  0.20  0.17  0.24  0.26  0.55  0.57  
15 CONCANAVALIN A  0.08  0  0.42  0.50  0.49  0.50  
16 PAPAIN  0.29  0.27  0.17  0.20  0.53  0.53  

 RMS error  4.51   4   2.7   
 
3. IMPLEMENTATION OF THE TRAINED ANN ON 
FPGA 
 

The proposed VHDL   structural diagram for 
hardware implementation of neuron is shown in Figure (2). 
The structure contains two shift registers, one shifters hold 
the weights, while the other holds the inputs (shift register 
with data load capability). This approach is appropriate for 
general purpose neuron (i.e., with programmable weights). 
 

 
 
 

It employs only one input to load all weights (thus saving 
on chip pins). The weights are shifted in sequentially until 
the register is loaded with its weight. The weights are then 
multiplied by the input and accumulated to produce the 
desired output.  

 
 

 

 
Figure 2: VHDL structural diagram for neuron implementation. 

 
 
The tansig activation function is commonly used in 
multilayer neural networks that are trained by the back 
propagation algorithm, since this function is differentiable 
[15]. The tansig function is not easily implemented in 
digital hardware because it is consists of an infinite 
exponential series [22].Many researchers use a lookup table 
to implement the tansig function. The drawback of using 
lookup table is the great amount of hardware resources 
needed [4],[2]. A simple second order nonlinear 
functionrefer to(4) presented by Kwan [12], can be used as 
an approximation to a sigmoid function. This nonlinear 
function can be implemented directly using digital 
techniques. The following equation is a second order 
 
 

nonlinear function, which has a tansig transition between 
the upper and lower saturation regions:  
 
 

݂(݊)

= ൜݊(ܤ − ݃. 0          ݎ݋݂         (݊ ≤ ݊ ≤ ܮ
ܤ)݊ + ݃. −       ݎ݋݂        (݊ ܮ ≤ ݊ < 0          (4) 

 

Where B and g represent the slope And the gain of the 
nonlinear function f (n) between the saturation regions -L and 
L. The block diagram of the sigmoid activation function 
implementation using this process is shown in Figure (3).  
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Figure 3: Block diagram of the tansig activation function implementation.  

 
 
4. RESULT AND DISCUTION 
 

In the present work we have employed Reciprocal 
recurrent neural network (ANN), to predict the protein 
secondary structure which aims to classify the three types 
of α-helix, β-sheet and C-coil using the variables of Chou-
Fasman method in addition to molecular weight (WM), 
PK1(COOH) and PK2(NH3+) of the amino acids and 
designing digital electronic circuits of the trained ANN on a 
field programmable gate arrays FPGA. Using MATLAB 
Neural Network Toolbox and Resilient back propagation  

 

algorithm the, ANN was trained. The used network had 11 
inputs, one hidden layer with ten neurons, and an output 
layer with one neuron. Maximum number of epochs was 
chosen as 1000 although this number was never reached. 
The obtained predicted results are presented in Table (1). It 
also includes comparisons with the previous results 
obtained by X-ray.   

Tables (1) and (2) show that the accuracy of our obtained 
results in terms of rms are better than those reported by Lee 
et al. [10] and Mete Severcan et al. [20].  

 

Table 2: comparison between the accuracy of the present results in terms of rms error and other methods. 

 

  
Methods 

rms error 
α-helix  β-sheets  C-coils  

1-  Present study  4.51  4  2.7  

2-  Mete Severcan et al  7.7  6.4  4.8  

3-  Lee et al.  7.8  9.7  4.3  
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